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* Poisoned-based Backdoor Attack

Motivation

* Once the face recognition system is attacked by a backdoor, it may expose a significant security
risks. The attacked system is susceptible to exploitation by adversaries, causing privacy disclosure.
* Common backdoor attack methods are inevitably weakened in face recognition tasks, and even
cannot successfully attack on certain datasets.

BadNets ReFool WaNet

Clean

{/ Benlgn Tralnlng Subset

tram

________________________________

Blend ISSBA

O

p

\

o
J
PubFig

VGGFace2 VGGFace2 VGGFace2 VGGFace2 VGGFace2 VGGFace?2 VGGFace2

Poisoned —>‘ Kate Winslet

uonuany

—>‘ Jennifer Aniston

Malicious Sample
(b) Inference Stage

QOUBULIOLIS ]

MakeupAttack is a robust and natural deep fea-
ture backdoor attack method for face recogni-
tion via makeup transter. Our method is pub-
licly available on

Method

Overview: During the training stage, the generator training phase and backdoor training phase

and each other to facilitate more effective backdoor implantation into
target models. During the test stage, the backdoored model accurately predict benign samples while
misclassifying the malicious samples as the predefined identity.
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* We propose MakeupAttack, a novel
backdoor attack via p-
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effectiveness, robustness,
and stealthiness.

* We devise an training paradigm for
the trigger generator and the target model. This
paradigm ensures that the target model compre-
hensively learns the subtle features of our trig-
gers. To promote trigger diversity, we propose
the reference image selection method.
* Extensive experiments across diverse facial
datasets and network architectures validate the
effectiveness, robustness, and resilience
of our methods against various defenses.

* We construct high-quality malicious

to facilitate future research in this domain.
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*x Trigger Generator Training: introduce the to the PSGAN framework.

* Backdoor Training: generate malicious samples using the trained trigger generator, and jointly
train the target model with the remaining benign samples

* Adaptive Selection: adaptively select the most suitable reference image from the reference set using

We have tested many methods: Dataset | Network — Inception-v3 ResNet-50 VGG-16 Average

Attack | ASR(%) BA(%) ASRKI%) BA(%:) ASR(%) BA(%) ASEI %) BA( %)
1. STRIP Clean Model - 92.40 - 89.17 _ 85.48 - 89.02
2. Signature Spectral BadNets 100.00 9217 10000 8364 10000 8525 | 100.00  87.02
3 SentiNet Blend 100.00 9147 10000 8618 10000 8479 || 100.00  87.48
. | SIG 3.23 8894 1359 8364 1636 8471 11.06  85.76
4. Fine-pruning PubF; Refool 17.28 91.47 25.88 84.79 31.80 79.95 24.99 £5.40
5. Channel Lipschitzness Pruning (CLP) e WaNet 19.59 84.79 23.96 7949 2719 77.88 23.58 80.72
ISSBA 63.82 6682 9931  73.04 11.06  67.74 5806  69.20
6. Neural Cleanse (NC) MakeupAttackt || 97.00 9032 9731 8524 9194 7972 | 9541  85.09
MakeupAttack 9747 9217 9816  90.74 9247  85.25 96.03  89.39
C | . Clean Model — UR.45 — U8.52 — 99.16 — gs. 'l
ONncilusions BadNets 99.50 9779 9951 9835 9968  98.90 99.56  98.34
- Blend 100.00 9796 10000 9842 10000 9892 | 100.00  98.43
CIE alt SOMIC S1G 15.61 97.72  31.51 98.24  100.00  98.93 49.04 98.30
| VGGEace? Refool 46.10 9765 5879 9826 9935  98.90 68.08  98.27
1. novel makeup-style trigger WaNet 99.66  97.55  100.00 9839  100.00  99.10 99.88  98.34
: : MakeupAttackT 99.56 97.34 99.70 98.12 949 75 UE.81 99.67 98.09
3. adaptive selection method MakeupAttack || 9970  97.66 9989  98.47 9990 9894 || 9983 9835

4. high-quality malicious datasets



